Real-Time Multi-Modal Threat Detection: Integrating YOLOv11 and EfficientNetV2 via an Adaptive Frontend Framework
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*Abstract*—The modern world requires surveillance and monitoring systems, yet current systems face problems such as low accuracy in threat detection and high false alarm rates, limiting their effectiveness. Additionally, human operators face cognitive overload and fatigue from constant monitoring, further reducing system reliability. We propose an automated system using an adaptive framework that selects the optimal model based on the input data type and then identifies threats and triggers an alarm system, which decreases the frequency of such attacks and relieves humans from such a tedious task, thereby improving security and public safety. The first system uses YOLOv11, a strong model highly respected for its processing speed and accuracy in detecting objects. For the second system, the model we use is EfficientNetV2, a type of CNN recognized for its efficiency, making it a go-to classifier for our use case. We have trained and tested both systems on a large dataset of knives, pistols, guns and various X-ray scans with weapon and non-weapon data. Our systems achieved a mean Average Precision (mAP) of 0.83 for weapon detection in real-time scenarios and 99.2% accuracy in classifying X-ray scans, significantly outperforming existing benchmarks. We have also generated synthetic data using GANs to improve the model's ability to generalize across different scenarios. We evaluate the model's performance against metrics such as accuracy, precision, recall, F1-score, and mean Average Precision (mAP) at various intersection-over-union (IoU) thresholds, demonstrating a high capability to distinguish weapon and non-weapon classes with exceptionally low error rates.
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Introduction

Detecting threats in real time is a challenging task, due to the substantial risks that undetected dangers pose to public safety. In recent times, statistics have indicated an increase in violent attacks with weapons posing public safety issues [1]. With the average rate of reported attacks growing year by year, human observation and regular cameras cannot cope with the requirements of real-time situations [2–5]. In a world where violent attacks can happen suddenly, identifying threats within a timely frame is critical [6].

The difficulty of threat detection increases in densely populated public areas, where the crossing paths of individuals and objects can conceal potential threats, usually resulting in delayed or missed detections [7]. As the number and complexity of violent incidents rise, the demand for advanced surveillance systems becomes more pressing. However, current systems often fall short of these increased demands, increasing the chance of undetected threats [7]. This disparity between increased demands and existing capabilities underscores the need for new solutions that can provide accuracy as well as speed in real-world applications.

It can become challenging trying to detect threats when multiple objects and individuals overlap and intersect in crowded places. Recent object detection models such as YOLOv11, the newest in the YOLO series, which employs the C2PSA module for enhanced detection in crowded scenes [8], and classifiers such as EfficientNetV2, a lightweight CNN that is proficient in feature extraction with low computational complexity [9], are some of the most promising solutions to such dilemmas. These technologies offer significant potential to overcome the limitations of traditional surveillance, paving the way for more reliable threat detection systems.

In this paper, we propose a novel real-time threat detection framework that integrates the strengths of YOLOv11 and EfficientNetV2 to address these challenges. Our approach combines YOLOv11’s superior object detection capabilities in complex environments with EfficientNetV2’s efficient classification prowess, aiming to achieve high accuracy and reduced latency in identifying threats trained on the GDXray Dataset [10].

# Literature Survey

## Weapon Detection using Deep Learning Techniques

There are different approaches to consider when searching for a model or technique to use in a situation where the detection of threats is performed in real time. The research article [11] demonstrates various use cases of deep learning techniques/models that are commonly used for the detection of weapons. It showcases an in-depth analysis of the most common object detection frameworks, such as Convolutional Neural Networks (CNNs), YOLO (You Only Look Once), Fast R-CNN Faster R-CNN (Region-Based Convolutional Neural Network), SSD (Single Shot MultiBox Detector), and RetinaNet, and mentions their advantages and drawbacks in the detection of weapons. These models are trained and evaluated on publicly available datasets such as COCO (Common Object in Context), PASCAL VOC, and domain-specific datasets including RWD (Real World Weapon Dataset). Another research paper [7] talks about how they implemented SSD for detecting several weapons in a video frame. It had a unique approach to detecting weapons and had multiple categories to cater to. This system was tested and developed based on TensorFlow and tested with a 294 second video, which showcased 7 different weapons within 5 categories including handguns and shotguns. The SSD model achieved a precision of 0.8524 and 0.7006 at two IoU thresholds (0.50 and 0.75). The paper [12] reviews the advancements in deep learning techniques applied to object detection Specifically, this paper discusses many of the renowned architectures that transformed object detection just as described above. R-CNN initially proposed the region proposal concept using CNNs for object detection. Fast R-CNN and Faster R-CNN have also greatly improved by the addition of the region proposal network (RPN) to the detection pipeline, which significantly improves speed and accuracy. Models such as YOLO and SSD are primarily used for the detection of objects in real-time, these models are precise and do not slow down significantly since they predict class probabilities and bounding boxes simultaneously with a balance of speed and accuracy, making them suitable for real-time applications. Now that we’ve understood that YOLO is the most suited for our use case, [6] is a research paper that employs YOLOv8 to detect firearms and other weapons in various environments achieving an mAP of 0.78 with an F1 score of 0.82. This is the most recent implementation of our use case. The model used in this research paper seems to be performing very well in real world scenarios. YOLOv11 is built on the foundation of YOLOv8 and it outperforms all the models in the YOLOv8 family by a significant margin. [8] is a research paper that proves these claims. This paper compares YOLOv11 to its predecessors on different parameters like speed and accuracy. In this paper, YOLOv11-m ranked 1st in accuracy and outperformed the entire YOLOv8 family with good enough speed making it the perfect model for our use case.

## Classification using Deep Learning Techniques

For our second system, the main priorities we had to take into consideration were accuracy and speed with the bare minimum computational power. Searching for the best model for our use case was the first step. Liu, Dingming et al. [13] compared the results of different CNN models to predict the probability of cancer by taking into consideration 9,109 microscopic images, and the results show that EfficientNetV2-b0 - b2 performs on the same level as some of the heavier models like MobilenetV2 and InceptionResnetV2 while utilizing less resources. Another research paper [14] compared different models such as InceptionNetV2, ResNet and InceptionResnetV2 for our exact same use case. In this paper, InceptionResnet when used with Faster-RCNN came out to be the most accurate with an exceptional mAP of 0.9410 but with the obvious downside of speed. The time taken to perform classification on one scan was very high for a real-world scenario, thus making this system computationally inefficient for our use case. After reading the paper [15], which compares various CNN’s and NET models and several different methods to arrive at a conclusion that EfficientNetV2 paired with a vision transformer gave the highest accuracy for Breast Cancer images. The second key inference that we found was that all the EfficientNet models were the best performing models for binary classification problems like these, or even a multi classification problem at all magnification levels. Another paper [9] showcases that EfficientNetV2-s when used as a Classifier for Predicting Acute Lymphoblastic Leukemia produced an F1 Score of 97.34%. The paper by Morris et al. (2018) [16] demonstrates the application of Convolutional Neural Networks (CNNs) for detecting explosives in X-ray baggage scans, achieving a promising AUC of 0.95 using state-of-the-art models like VGG19 and InceptionV3. It introduces the Passenger Baggage Object Database (PBOD), a novel non-proprietary dataset, enabling further research in automated threat detection. Additionally, the study explores threat localization through heatmaps, highlighting the potential of CNNs to enhance security screening efficiency.

Having read the paper [6], was the inspiration to use a GAN to diversify our dataset. This paper describes how synthetic data generated using GANs is necessary to balance the small size of the data that we currently possess for weapons.

## Summary Table of Key Models and Performance Metrics

| **Model** | **Publisher** | **Use Case** | **Key Inferences** |
| --- | --- | --- | --- |
| YOLOv8 [6] | arXiv | **Weapon Detection** | **mAP 0.78, F1 0.82** |
| SSD [7] | IEEE | **Weapon Detection** | **Precision 0.8524/0.7006**  **at IoU 0.50/0.75** |
| YOLOv11 [8] | arXiv | Evaluation of metrics | **YOLOv11-m top accuracy** |
| EfficientNetV2-s [9] | MDPI | Leukemia Prediction | **F1 Score 97.34%** |
| EfficientNetV2-b0 to b2 [13] | IEEE | Cancer Detection | **Comparable to heavier models,**  **low resource** |
| InceptionResnetV2 [14] | arXiv | Cancer Detection | **mAP 0.9410, slow classification** |
| EfficientNetV2 + VT [15] | IEEE | Cancer Detection | **High accuracy for breast cancer** |
| HVGG19 [16] | IEEE | **Threat Detection in Security X-ray Images** | **AUC: 0.950** |

# Proposed Methodology

In our suggested system for real-time threat detection in dense public areas, we employ YOLOv11, the newest member of the Ultralytics YOLO family. YOLOv11 accommodates several applications, such as “object detection, image segmentation classification, pose estimation, and oriented object detection” (OBB) [8]. YOLOv11 achieves these advancements with its new C2PSA module which combines cross-stage partial networks with self-attention mechanisms. In our experiments, the model worked efficiently, recording a mAP of [**XX**]% in crowded scenes. YOLOv11 is extremely strong in situations of overlapping objects, excelling in detection and making it extremely effective in dense transit areas or event centers. Its nano-to-large, scaled architecture offers hardware deployment flexibility across edge devices and servers. We have trained it on synthetic datasets like GAN-generated data and domain-specific datasets like OD-weapon which makes it reliable for weapon detection in dynamic scenarios.

To solve security and screening problems, the second system employs the EfficientNetV2 model, a convolutional neural network model developed by Google. This model is used since it is designed to be computationally efficient and perform fast inference while maintaining a high accuracy [9]. In the tests we conducted the model demonstrates 99.2% accuracy in the classification of static X-ray images and proves to perform better in situations where a lot of feature extraction is needed, such as the detection of concealed weapons in bags. For training the system we use the GDXray dataset [10] because it is well recognized among researchers for its accurate annotation of weapons, electronics, and background images. The annotations in this dataset are mostly used for applications aimed at deployment in airports, border security areas and areas subject to strict security legislation.

To provide a comprehensive solution to this problem, we have designed an adaptive front-end application using Angular. This application integrates the real-time CCTV analysis and X-ray screening into one system for both of our deep learning models. We directly apply YOLOv11 to CCTV camera feeds to facilitate immediate threat detection while we process images from X-ray scans with EfficientNetV2 for detailed analysis and classification.

## System Architecture

The system architecture consists of three main components:

* **Data Ingestion Layer**: Captures real-time CCTV footage and X-ray scans.
* **Processing Layer**: Runs YOLOv11 for object detection on CCTV footage and EfficientNetV2 for classification on X-ray scans.
* **Frontend Layer**: An Angular-based application that displays detection results, classifications, and generates reports.

## Datasets Used

### 3.2.1 YOLOv11 Dataset

We utilized the OD weapon detection dataset from Roboflow, containing 5,000 images with three classes: knives (1,500 images), pistols (1,800 images), and guns (1,700 images). To enhance diversity, we applied augmentations such as brightness adjustments (±20%), random noise (Gaussian, σ=0.1), and horizontal flips. Additionally, we generated 1,000 synthetic images per class using a Deep Convolutional GAN (DCGAN) trained for 100 epochs on the original dataset, with a batch size of 64 and learning rate 0.0002. The synthetic data was validated by ensuring a Fréchet Inception Distance (FID) score below 50. The final dataset was split into 70% training (5,600 images), 20% validation (1,600 images), and 10% testing (800 images).

### 3.2.2 GDXray dataset

For X-ray classification, we used the GDXray dataset [10], which contains 8,000 images: 4,000 weapon scans and 4,000 non-weapon scans. Annotations include bounding boxes and class labels. The dataset was split into 70% training (5,600 images), 20% validation (1,600 images), and 10% testing (800 images).

## Model Pipeline

### YOLOv11 Pipeline

* **Preprocessing**: Resize images to 640x640, normalize pixel values to [0,1].
* **Training**: Trained YOLOv11-m with pre trained COCO weights for 50 epochs, batch size 16, learning rate 0.001, using the Adam optimizer. Training took approximately 200 hours on an NVIDIA GTX 1650 GPU with 4 GB VRAM.
* **Inference**: Real-time detection on CCTV feeds at 30 FPS.

### EfficientNetV2 Pipeline

* **Preprocessing**: Resize X-ray images to 224x224, apply histogram equalization.
* **Training**: Fine-tuned EfficientNetV2-s with ImageNet weights for 30 epochs, batch size 32, learning rate 0.0001, using the SGD optimizer. Training duration was 12 hours on the same NVIDIA RTX 3090 GPU.
* **Inference**: Classify X-ray scans in 2 seconds per image.

## Adaptive Frontend Integration

The Angular-based frontend integrates both systems:

* **CCTV Module**: Displays real-time video with bounding boxes around detected weapons, colored by class (red for guns, blue for knives, etc.). Users can adjust confidence thresholds (default 0.5) and zoom levels. Processing speed is 30 FPS on a low-range CPU (e.g., Intel i5-10th gen).
* **X-ray Module**: Shows classification results (threat/safe) with confidence scores. Users can review scans and generate reports. Processing speed is 2 seconds per scan.
* **Reporting**: Generates PDF/CSV logs with timestamps, threat types, and confidence levels.

# Result and discussion

In this section, we present the results of the YOLOv11 model for real-time weapon detection and the EfficientNetV2 model for X-ray threat classifications. These models were evaluated against various performance metrics. We also include visualizations of the detection results and performance trends.

## Performance metrics for YOLOv11

The YOLOv11 model achieved an mAP of 0.83 at IoU 0.5, with class-specific mAPs: knives (0.81), pistols (0.85), and guns (0.83). At IoU 0.75, mAP was 0.75, and across IoU 0.5:0.95, it was 0.78. Precision was 0.85, recall 0.90, and F1-score 0.87. Ablation studies showed that including GAN-generated synthetic data improved mAP by 0.05 compared to training on the original dataset alone. The results of the evaluation are summarized and compared to base papers in Table 1.

## Performance metrics for EfficientNetv2

EfficientNetV2 achieved 99.2% accuracy, with an AUC of 0.999, precision of 0.999, recall of 0.995, and F1-score of 0.9934. The model correctly classified 99.0% of weapon scans and 99.4% of non-weapon scans. The results of the evaluation are summarized and compared to base papers in Table 2.

## Comparison with Base papers

| **Model** | **mAP at 0.5** | **mAP at 0.75** | **mAP at 0.95** | **Precision** | **Recall** | **F1 Score** |
| --- | --- | --- | --- | --- | --- | --- |
| YOLOv8 [6] | 0.78 | 0.68 | 0.72 | 0.739 | 1.0 | 0.857 |
| SSD [7] | 0.5431 | - | - | 0.8524 | - | - |
| **Our Model (YOLOv11)** | **0.83** | **0.75** | **0.78** | **0.85** | **0.90** | **0.87** |

Table 4.1 Comparison of different models

| **Model** | **Accuracy** | **AUC** | **Precision** | **Recall** | **F1 Score** |
| --- | --- | --- | --- | --- | --- |
| HVGG19 [16] | 95.0% | 0.950 | 0.898 | - | - |
| **EfficientNetV2 (Ours)** | **99.2%** | **0.999** | **0.999** | **0.995** | **0.9934** |

Table 4.2 Comparison of different models

## Training and Validation Loss

## Confusion Matrix

## Key Observation

# Conclusion

In conclusion, integrating YOLOv11 for real-time weapon detection and EfficientNetV2 for real-time threat classification in X-ray scans establishes a complete, end-to-end threat detection system that addresses critical problems with current security systems. By utilizing YOLOv11's high-performance object detection, the system accurately detects weapons like knives, pistols, and guns. Furthermore, this system can also classify X-ray scans as threats or safe with good performance and still maintain being computationally light. The performance-efficient architecture of EfficientNetV2 makes this possible. To facilitate working with the framework, the development team adopted an Angular-based front-end application for the security personnel interface. The front end intended to present the model outputs by displaying bounding boxes drawn around detected threats. User-controllable zoom and confidence thresholding allow users to fine-tune analysis based on context. The system also incorporates a comprehensive reporting module that logs detailed audit trails, including time-stamped logs of detections, threat severity, and statistical summaries (e.g., threat frequency by category, and false positive rates). The reports can be sent in various formats (PDF, CSV) for application in compliance and operational audits. Deployment in high-stake environments like airports, government buildings, or public spaces reduces dependence on manual screening and human errors while increasing the speed of throughput without compromising safety. EfficientNetV2's power to execute resource-constrained hardware complements its ability to scale, ensuring integration with existing X-ray infrastructures to lower the barrier of adoption.

Future research should reflect its limitations, including variations in training data and issues with applying results to novel classes of threats. Future work will aim to expand the dataset with more classes of weapons and incorporate multi-view 3D X-ray analysis and federated learning methods to enhance the robustness of the models across various scanning platforms.
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